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Pedestrian Detection Based on Modified YOLOv5
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Abstract. In the pedestrian detection scenario, the detection algorithm usually misses obscured and distant
fuzzy pedestrians, and at the same time cannot take into account the detection accuracy and speed. In this
paper, we propose a modified YOLOv5 model for pedestrian detection. Firstly, the backbone network uses the
SPD-GCONV module constructed by the combination of SPD (Space-to-Depth) module and Ghost convolution
for down-sampling to reduce the loss of fine-grained feature information. Secondly, the multi-scale detection
ability of the model is enhanced by adding a small size detection layer. Then, the original CIoU loss function
is replaced by α-EloU loss function to improve the accuracy of pedestrian target location. According to the
experiments on WiderPerson data set, the average detection accuracy is improved by 2% compared with other
pedestrian detection algorithms on the premise of ensuring the detection speed. Experimental results show that
the improved algorithm can significantly improve the detection performance.
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1. Introduction

Pedestrian detection is one of the research hotspots in the field of computer vision [1], which refers to the computer
processing images or videos to automatically filter out pedestrian targets. The traditional pedestrian detection
algorithm usually includes three steps: image preprocessing, manual feature extraction and classification. The
purpose of image preprocessing is to extract more effective features [2,3]. The manual extraction process is usually
detected by a sliding window method, which uses a rectangular box to scan the image in full from the top left
to the bottom right corner and obtain one or more specific features (e.g., edge features, image blocks, wavelet
coefficients, etc.) from the input image. The traditional pedestrian detection has the advantages of fast detection
speed, but the single feature information leads to low recognition accuracy [4-6].

With the development of deep learning, various excellent detection algorithms have emerged, which effectively
solve the problem of low recognition rate of traditional pedestrian detection [7]. Mainstream target detection
algorithms are divided into two categories: two-stage target detection algorithms represented by RCNN [8], Fast
RCNN [9], Faster RCNN [10], and single-stage target detection algorithms represented by YOLO [11] and SSD
[12]. The former first obtains the candidate region with the target, and then carries on the regression prediction to
the size and position of the obtained candidate frame. The latter generates several candidate frames and performs
regression predictions. Pedestrian detection tasks present challenges, such as complex weather conditions and
severe blocks. In addition, existing object detection networks have problems such as large model parameters and
slow inference speed. In order to solve these problems, many researchers have proposed many solutions. Kim
et al. [13] took YOLOv4-tiny as the baseline, combined Ghost module and extended convolution. This greatly
reduced the capacity of the model. However, it limited the model’s ability to learn advanced features and was
less friendly to smaller objects. The pedestrian detection algorithm based on YOLOv4 proposed by Fang et al.
[14] used ShuffleNet instead of YOLOv4, and used depth-separable convolution to reduce the model size. As the
network became more lightweight, its feature extraction capability decreased. In complex detection scenarios, this
could lead to a significant drop in recall rates. Liu [15] could improve the detection performance of the network in
the case of obstructions by using YOLOv4-tiny as the baseline, combining multi-spectral methods and reducing
delay. In the YOLOv5s-G2 network proposed by Guang et al. [16], α-CIoU loss function was used to improve
occlusion and small target recognition in pedestrian detection tasks. Wang et al. [17] proposed a lightweight
detection model based on YOLOv5, which combined the MD-SILBP operator and five-frame difference method
to enhance the ability of contour feature extraction, and used the non-maximum suppression of Distance-IoU to
reduce the missing rate in detection. Single-stage target detection is fast, but the accuracy is low, two-stage target
detection is more accurate but slower, the above algorithm can not take into account both speed and accuracy, it is
difficult to meet the detection needs.

In this paper, an improved pedestrian detection algorithm based on YOLOv5s network model is proposed under
the framework of deep learning. First, in the backbone network, SPD-GConv is used to replace the conventional
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Conv to increase the capacity of the model and reduce the loss of fine-grained features during down-sampling.
Secondly, a small scale detection layer is added to improve the feature extraction ability of long-distance small
target pedestrians and improve the performance of the network model. Finally, α-EIoU loss function is used as the
loss function of pedestrian detection to improve the accuracy of boundary box regression.

2. YOLOv5 Network

The YOLOv5 network structure consists of four parts: Input, feature extraction (Backbone), feature fusion (Neck)
and output (Head). The input side is the part of image preprocessing, including Mosaic data enhancement, adaptive
anchor frame calculation and flipping up and down pictures. Backbone network is the part of feature extraction,
which mainly includes CBS module, C3 module and SPPF module in a three-layer structure. The CBS module
is composed of conventional convolution, and the activation function is SiLU function. The C3 module uses
a residual structure that allows the network to pass gradients by skipping connections, ensuring model capacity
while improving detection efficiency [18-20]. The SPPF module is an improvement of the Spatial Pyramid Pooling
(SPP) module, which adopts the same size of small size pool kernel stacking connection mode to further improve
the model running speed. Neck network is a part of feature fusion. It adopts the structure of FPN (feature pyramid
networks)+PAN (path aggregation networks). FPN structures transfer semantic information from deep feature
maps to shallow feature maps from top to bottom, and PAN structures transfer location information from shallow
feature maps to deep feature maps. The combination of the two can achieve multi-scale feature fusion to obtain
more semantic and location-rich feature representation. The output end contains three detection layers of different
sizes to classify and predict the fused features. YOLOv5 uses CIoU Loss as a border loss function.

3. Modified YOLOv5 Network

In order to improve the accuracy of pedestrian detection in long-distance and dense scenes, the YOLOv5 algorith-
m is used as the baseline model in this paper. In the backbone network, SPD-GConv is used to replace common
convolution for downsampling, which reduces the loss of fine-grained feature information in downsampling and
ensures the efficiency and performance of the model. The addition of a small scale detection layer enables the
model to better capture and locate detailed information about distant pedestrians. The CIoU loss function is re-
placed by α-EloU to improve the prediction accuracy of the model. The improved YOLOv5 structure is shown in
Figure 1.

3.1. Feature Extraction Network Improvement

In most target detection network models, convolution with step size of 2 is usually used for down-sampling, which
will lead to the loss of fine-grained information of feature map for detecting pedestrian targets at long distances in
images. SPD module is composed of conversion from space to depth layer and non-step convolution. It adopts the
operation of space exchange depth, uses slice method to down-sample the feature map, and rearranges the channel
dimensions. Then, the channel dimension information is fused by non-step convolution to retain more fine-grained
information and improve the expressiveness and robustness of features.

Ghost convolution [21] is the use of convolution generated by the feature map many feature maps have a high
degree of similarity, using less convolution to generate a few feature maps. Then the generated feature maps use
cheap operation to obtain some similar feature maps, and finally the feature maps generated in the first two steps
are spliced into the feature maps to be output.

Assuming that the input and output feature sizes are W ×H ×C and the convolution kernel sizes are K ×K,
the number of parameters required for a common convolution operation is Cparams = C × C ×K ×K, and the
number of parameters for Ghost convolution isGparams = C×C/2×K×K+C/2×K×K. It can be seen that
Ghost convolution can reduce a large number of redundant parameters and achieve efficient feature extraction.

Although SPD can avoid the loss of feature information, it will increase the channel dimension and the number
of parameters will also increase. To solve this problem, Ghost convolution is used to fuse channel information after
SPD operation, which can reduce the parameter number of the model and improve the efficiency and performance
of the model.

3.2. Multi-scale Detection Improvement

The Head part of the YOLOv5 network uses three different scales of detection layers. Assuming that the input
image size is 640 × 640, three different sizes of feature maps of 80 × 80, 40 × 40 and 20 × 20 can be obtained
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Fig. 1. Improved YOLOv5 structure diagram

through the feature extraction of the backbone network, which can be used to detect large, medium and small
targets. However, there are often many long-distance pedestrian targets in the actual surveillance, and these targets
are usually smaller in the image and video. The original YOLOv5 algorithm will miss the detection of such small
targets. In order to improve the detection accuracy of the network for small target pedestrians, a P2 detection layer
with a scale of 160 × 160 is improved on the basis of the original three detection layers, and a higher resolution
feature map is introduced into the network to better capture and locate the details of long-distance pedestrians,
thus reducing the case of missing detection. The improved network is shown in Figure 2.

Fig. 2. Multi-scale detection structure
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3.3. Improved Loss Function

The original YOLOv5 uses CIoU Loss as the boundary loss function, and the calculation formula of CIoU is as
follows:

LCIoU = 1− IoU +
p2(b, bgt)

C2
+ av. (1)

Where, IoU is the ratio of intersection and union of prediction boundary and GT boundary. p is the Euclidean
distance between the two central points. b and bgt are the center points of the real box and the real box respectively.
C is the minimum diagonal length of the external rectangle of the two frames. a indicates the trade-off parameter.
The calculation formula is as follows:

a =
v

(1− IoU) + v
. (2)

In the formula, v is used to measure the consistency of the aspect ratio of the two frames, and the calculation
formula is as follows:

v =
4

π
(arctan

ωgt

hgt
− arctan

ω

h
)2. (3)

Although CloU introduces the center point distance and aspect ratio by adding an influence factor, v in the
formula reflects the difference in aspect ratio and cannot reflect the real difference between the width and height
position and the confidence degree, which may lead to slow convergence and inaccurate regression. Therefore,
this article uses the α-EIoU loss function to replace the CIoU loss function used by YOLOv5. EloU divides the
aspect ratio to calculate the width and height respectively, taking into account not only the loss of the center point,
but also the real difference in width and height between the target and the anchor frame. The EloU loss function
is divided into IoU loss, distance loss and width and height loss. The calculation formula is as follows:

LEIoU = LIoU + Ldis + Lasp. (4)

LEIoU = 1− IoU +
p2(b, bgt)

C2
+
p2(ω, ωgt)

C2
ω

+
p2(h, hgt)

C2
h

. (5)

Where Cω and Ch are the width and height of the minimum external rectangle of the predicted box and the
real box respectively. On the basis of this loss function, a unified exponentiated α-IoU loss function is added.
By adding a power parameter to the IoU loss function, the IoU loss and gradient can be weighted adaptively and
dynamically adjusted to achieve the effect of improving the regression accuracy at different levels. The calculation
formula of the improved α-EIoU is as follows:

Lα−EIoU = 1− IoUα +
p2α(b, bgt)

C2α
+
p2α(ω, ωgt)

C2α
ω

+
p2α(h, hgt)

C2α
h

. (6)

4. Experiment and Result Analysis

This paper verifies the proposed target detector on Ubuntu 18.04.4 LTS system. Trained and tested on four graphics
processing units, NVIDIA GeForce RTX 3090 (24GB), using Intel(R)Xeon(R)Silver 4210 CPU2.40GHz and
Python 3.8. CUDA uses version 11.4 and PyTorch uses version 1.8.0. During model training, the input image size
is set to 640 × 640, using a gradient descent optimizer. The initial learning rate is set to 0.01, the learning rate
factor to 0.1, the momentum to 0.937, and the total number of training iterations is 300.

4.1. Data Sets and Evaluation Indicators

The experiment used the WiderPerson data set, a diverse and dense pedestrian detection data set with rich fore-
ground and background images, as well as rich crowd scenes with many pedestrians highly blurred. The Wider-
Person data set divides pedestrians into five categories. The first category is complete pedestrians. The second
category is people who ride electric bicycles or bicycles. The third category is partially visible pedestrians, all
of whom are shielded to varying degrees. The fourth category ”neglected areas” consists mainly of objects that
look like people but are not. The fifth category is the densely populated population. Since the neglected areas
and groups of people are not people, we remove the labels for both categories and merge pedestrians, riders, and
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partially visible people into the people category for the experiment. Since the test data and real frame labels of the
original WiderPerson data set are not disclosed, 90% of the original training set is used as our training set, 10%
of the original training set is used as our validation set, and the original validation set is used as our test set in this
experiment.

In the experiment, Precision (P), Recall (R) and average accuracy (AP) are used as evaluation indicators [22-
25]. The specific formula is as follows.

P =
TP

TP + FP
. (7)

R =
TP

TP + FN
. (8)

AP =

∫ 1

0

P (r)dr. (9)

Where TP represents the correct prediction of the model. FP stands for incorrect prediction of the model.
FN stands for incorrectly identifying a positive example in the sample as a negative example. mAP0.5 is the
average accuracy mean for all classes with an IoU=0.5.

4.2. Results

In this paper, the improved algorithm is compared with A, B, C and D on the data set, and the detection results
are shown in Table 1. As can be seen from Table 1, the algorithm in this paper has the highest mAP0.5. Compared
with algorithms A, B, C and D, mAP0.5 of the proposed algorithm is improved by 24.8%, 26.6%, 21.9% and 2%
respectively.

Table 1. Comparison of experimental results

Method P/% R/% mAP0.5/%

A 53.2 46.5 48.8
B 51.7 43.8 47.0
C 25.5 56.0 51.7
D 77.8 64.2 71.6
Proposed 77.1 64.8 73.6

We use the WiderPerson data set to conduct ablation experiments on the model, and add the improved methods
mentioned in this paper one by one or in combination to verify the effectiveness of the improved methods in
this paper. All experimental settings have the same parameters and are conducted in the same environment. The
experiment adds various improvements to YOLOv5, including adding SPD and α-IoU. As shown in Table 2,
experimental results show that each improvement increases P, R and mAP0.5. Compared with the basic model, P,
R and mAP0.5 after adding SPD increase by 0.9%, 0.8% and 1.2%, respectively. When α-IoU is added, P, R and
mAP0.5 increase by 0.4%, 0.6% and 0.8%, respectively. Finally, the performance of the proposed model is better
than the above algorithm models.

Table 2. Ablation experiment

Method P/% R/% mAP0.5/%

YOLOv5 76.3 63.4 71.6
YOLOv5+SPD 77.2 64.2 72.8
Proposed 77.6 64.8 73.6
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5. Conclusion

This paper introduces the pedestrian detection method based on YOLOv5s, in order to improve the detection
accuracy of the model and strengthen the ability to extract dense and long-distance pedestrian targets. SPD-GConv
is used to replace the common convolutional module of the backbone structure, and a small scale detection head is
added, and the loss function is modified. The experimental results show that compared with other algorithms, the
evaluation index of the improved YOLOv5 algorithm is greatly improved, and the problem of missing and false
detection in pedestrian detection is reduced. Subsequent work will investigate how to design lightweight network
structures to increase detection speed while maintaining detection accuracy, so that the model can run on devices
with limited computing resources.
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