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Abstract. Deep learning is more and more widely used in natural language processing. Compared with the tra-
ditional n-gram statistical language model, Recurrent neural network (RNN) modeling technology has shown
great advantages in language modeling, and has been gradually applied in speech recognition, machine transla-
tion and other fields. However, at present, the training of RNN language models is mostly offline. For different
speech recognition tasks, there are language differences between training corpus and recognition tasks, which
affects the recognition rate of speech recognition systems. While using RNN modeling technology to train the
Chinese language model, an online RNN model self-adaption algorithm is proposed, which takes the prelimi-
nary recognition results of speech signals as corpus to continue training the model, so that the adaptive RNN
model can get the maximum match with the recognition task. The experimental results show that the adaptive
model effectively reduces the language difference between the language model and the recognition task, and
the recognition rate of the system is further improved after the Chinese word confusion network is re-scored,
which has been verified in the actual Chinese speech recognition system.
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1. Introduction

Speech recognition refers to the technology that machines can recognize and understand human speech signals
into corresponding text or commands [1,2]. In speech recognition, continuous speech contains rich grammatical
and syntactic information. The fundamental purpose of adding language models to the recognizer is to classify and
model these grammatical and syntactic information, and find out the best word sequence to reduce the matching
search range between speech feature vector sequence and word sequence. At this point, language models play
an important role in the form of prior probabilities, incorporating various high-level non-acoustic knowledge into
speech recognition systems [3-5].

The performance of the speech recognition system largely depends on the matching degree of the language
model and the recognition task, and is strongly dependent on the environment. When the language model matches
the recognition task topic, good recognition results can often be obtained; otherwise, the recognition performance
deteriorates [6,7]. In practical applications, recognition tasks are often mixed with multiple and unpredictable
topics, especially for telephone speech recognition, this feature is particularly obvious. The telephone voice is
mostly spoken, which often involves multiple topics in content, and different speakers have different speaking
styles. If there is sufficient spoken corpus, then the problem of matching the trained language model with the
recognition task may be partially solved, but a large number of spoken corpus is not easy to collect. Therefore,
how to quickly and accurately implement language model adaptation and match with the recognition task theme
becomes a key problem [8-10].

The traditional language model adaptive technique [11] combines a general, well-trained language model and
a domain-specific, inadequately trained model into a new model in some way. Therefore, this adaptive technology
is often called topic adaptive or domain adaptive technology. There are two methods of combination: interpolation
method and maximum entropy method. Interpolation method is commonly used, its biggest advantage is easy to
implement, high computational efficiency, its disadvantage is difficult to ensure the integrity of the model, and it is
difficult to achieve the best interpolation effect; The advantage of maximum entropy method is that it can achieve
more optimal interpolation effect, but its disadvantage is that the calculation is large and the calculation efficiency
is low. These methods have one thing in common, that is, they collect the adaptive corpus of the domain in advance
when the domain is known, and then train it in an offline way [12,13]. If the domain changes, the model needs
to be re-trained to determine the adaptive coefficient. However, sometimes the corpus obtained in advance is very
small, and the field of use can only be determined when it is applied, especially for telephone speech recognition,
the subject of the speaker cannot be predicted in advance, and the traditional language model adaptive technology
will no longer be suitable [14,15].
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In recent years, deep learning has been gradually applied to natural language understanding. Compared with
the traditional n-gram statistical language model, recurrent neural network modeling technology [16,17] has shown
great advantages in language model modeling and has been gradually applied in speech recognition, machine
translation and other fields. In this paper, RNN modeling technology is first applied to the modeling of Chinese
language model, and on this basis, an online adaptive algorithm based on RNN Chinese language model is pro-
posed to carry out model adaptive adaptation on the preliminary recognition results of speech signals, that is,
the results of speech recognition are used as training corpus after word segmentation and other processing and
continue training on the basis of the original RNN model. By learning to update the weight matrix of the model,
the model can better reflect the language distribution of the recognition task after self-adaptation, and then the
recognition task is decoded again.

2. Speech Recognition System Framework

The basic block diagram of a complete speech recognition system is shown in Figure 1. Language model is an
important part of the speech recognition system. The use of higher-level language knowledge can reduce the fuzzi-
ness of pattern matching on the basis of acoustic recognition, thus improving the accuracy of system recognition.

Signal —>| Pre-processing H Feature extraction H Matching H post-processing H Recognition result }—b output
Phonetic corpus language model Text corpus

Fig. 1. Structure of Chinese speech recognition system

After preprocessing and feature extraction of the speech signal, the acoustic feature vector contained in the
speech signal can be obtained, which is denoted as O. Natural language can be thought of as a random sequence,
where every sentence or word in a text is a random variable with a certain distribution. Assuming that words (in-
cluding single words in Chinese) are the smallest structural unit of a sentence, a reasonable meaningful statement
S consists of a sequence of words w = w1, ws, - - -, wy. Starting from the Bayes principle, the process of speech
recognition is to find out the word sequence with the greatest conditional probability under the current acoustic
characteristics as the recognition result according to formula (1).

w = arg max P(wl|o) = arg max]M. (1)
w w p(0)
N
p(w) = Hp(wi|w17 CWim1). 2

i=1

The prior probability p(o) of the signal waveform has nothing to do with the choice of word sequence w
and cannot be calculated. p(o|w) represents the possibility of output feature sequence based on a given sequence
of words, which is modeled by acoustic model in speech recognition. And p(w) represents the possibility of
word sequence w, which is modeled by language model in speech recognition. Currently, the widely used n-gram
language model holds that the probability of occurrence of each predictor is only related to the context of length
n — 1, that is,

P(wi|wy, wa, -+, wi—1) = Plw;w!” ), ,). (3)

Usually the n value is 2 or 3, only the language information of the local context of the current word is consid-
ered, and its training often requires a large number of real training corpus. Compared with the traditional n-gram
language model based on statistical rules, the RNN language model takes more historical information into account
when predicting a word, so it can describe the long distance information in the sentence better [18-20].

2.1. Processing of Chinese Corpus

Before the training of Chinese text corpus, a series of processing must be carried out on the corpus. The processing
flowchart of Chinese training corpus is shown in Figure 2. After a text corpus is obtained, it should be cleaned first,
and the noisy information such as letters and punctuation marks in the coarse corpus should be deleted to remove
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redundant information; There are often a large number of numbers in the corpus, and the normalization process
mainly completes the normalization of linguistic numerals and converts Arabic numerals into corresponding Chi-
nese characters. After the first two steps, there is only Chinese information in the corpus. Word segmentation is to
separate the words in the sentence with Spaces according to the word segmentation model, and divide the sentence
into one word (or word) unit; Dictionary filtering is used to remove English boundary characters and remove non-
dictionary words from the corpus. After a series of processing of the corpus, we can get a relatively clean corpus
that can be used for training, and then conduct model training.

| Corpus cleaning }—>| Normalization |—>| Participle |
| Model training H Text corpus H Dictionary filtering |

Fig. 2. The processing flow of Chinese corpus

3. Recurrent Neural Network Language Model

A typical recurrent neural network consists of three layers: input layer, hidden layer and output layer. The standard
recurrent neural network (RNN) used in this paper, also known as Elman network, is easy to implement and train.
After training on this RNN architecture, the probability of the current word w; is expressed as:

p(wi\hz‘) = prnn(wi|wi—1; hi—l) = prnn(wi|hi)~ “4)

Where h; represents all the context information of the current word in the statement, which is stored in the
network storage layer in the form of a vector as a part of the network input when the next sample is trained.

It is assumed that at time ¢, the input word sample is w(t), that is, the word vector of the current word, and
the dimension is determined by the number of word samples |V| in the corpus. The state i(t) of the hidden layer
is determined by the input current word vector w(t) and the state of the hidden layer at the previous time, that
is, the historical information k(¢ — 1). Through the connection between the hidden layer and the input layer, the
state of the hidden layer at time ¢ — 1 is taken as a part of the input at time ¢. The output layer y(t) represents the
probability distribution information of the following words in the current history, and the number of nodes in the
output layer is the same as the number of nodes in the input layer. The computational relationship between each
layer is represented by the following formula:

Hidden layer input: z(t) = w(t) + h(t —1). Q)

Hidden layer state : h;(t) = f(z zi(t)ugq). (6)

Output layer state : y(t) = g(>_ hj(t)v;). (7)
J

Sigmoid activation  function : f(z) = 1 +1€72. (8)

Softmazx  function : g(zm) = ¢ 9)

e

softmax ensures that the probability distribution of the following words under the current word is reasonable,
that is, y,,(t) > 0 for any word m, and ), yx(t) = 1. In the initialization setting of model parameters, the
initial state h(0) of the hidden layer is generally set to zero, or randomly initialized to a small value. The input
word vector w(t) is represented by a one-hot-vector. The number of hidden layer nodes is usually 100 to 1000,
which is adjusted according to the size of specific training data. U, W, and V' are weight matrices between
layers, randomly initialized to smaller values. In the process of model training, the standard back propagation
(BP) algorithm combined with stochastic gradient descend (SGD) is used to learn and update.

e(t) = desired(t) — y(t). (10)
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G(t) =9(t— 1)_04vSGD~ (11)

Where e(t) represents the error vector at the output when each sample is processed, desired(t) represents
the probability value of the expected output in a particular context, and y(¢) is the actual output of the network.
6 = u,w, v represents the corresponding gradient descent value, and the initial learning rate « of the network is
0.1, which is iteratively learned until the model converges.

4. RNN Model Adaptive

Language model plays an important role in improving the performance of speech recognition system. The adaptive
language model is to compensate the information contained in the adaptive model and the missing information
in the original model to get a more accurate model, so that the adaptive language model and the application
environment can be matched to the greatest extent. In the case of a small amount of telephone tagging corpus, it
is a good choice to use language model adaptive technology to reduce the language difference between the model
and the recognition task, so as to adapt to the characteristics of different application environments and provide a
more accurate language model for decoding speech recognition.

The structure of the online adaptive speech recognition system based on the RNN language model is shown
in Figure 3, and the language model adaptive processing module is added to the end of the original system. When
the RNN model is used to identify the system, the RNN language model is used to re-score the n-best list of the
decoded word confusion network, which can get the one-best recognition result of the system under the RNN
model. Although the recognition result of the system may not be completely correct, it can reflect the theme and
language distribution of the recognition task to a certain extent. Therefore, the one-pass recognition results can
be used as the model adaptive corpus, and after a series of processing such as word segmentation, the original
RNN language model can be further trained and the parameters of the RNN model can be further updated. At
this time, the model can learn new knowledge related to the recognition task, constantly adjust the probability of
various language phenomena in the language model, better predict the real language distribution of the recognition
task, and achieve model self-adaptation. The adaptive RNN model is re-scored on the speech n-best list to get a
new language model score for each list. Then, the total score of each list is calculated according to equation (12),
combined with the acoustic model score and penalty score information.

n n
lg L(s) :n~wp+Zasci +lm521gpmn(wi|hi). (12)
i=1 i=1

Where n is the number of words in the sentence. wp is the penalty part of the word. asc; scores for word w;
acoustic model. Ims is the model scale. p,,,, (w;|h;) represents the RNN language model score for each word.
After the score of each list is calculated, the one with the highest score is selected as the optimal solution of the
n-best list. The recognition rate of the system is calculated by comparing the newly obtained one-best list with the

identification task annotation data.

LiI ,,,,,, === l ———
| Speech signal }—b| decoder }—b| n-best list }—b| Re-score }—DI Recognition result ‘

Fig. 3. Architecture of online adaptive speech recognition system based on RNN language model

5. Experiment and Analysis

In the experiment, Word Error Rate (WER) is selected as the evaluation standard. The lower the system word error
rate, the better the performance of the language model is considered. The training data comes from the actual
Chinese telephone channel voice label data provided by iflytek Voice Co., LTD., with a total of 16.5M, including
550k sentence text, including 4342k words, the verification set is 282k, and the test set is a list of 343300 sentences
(100-best) decoding results of telephone speech with a size of 87k.
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When RNN is used to train the model, the number of Hidden nodes and class of corpus are set to 100H-500C,
200H-100C, 500H-400C, 500H-500C, 600H-500C respectively, and the training of each model is completed.
Then, the trained RNN model is used to re-score the language model of the 343300 sentences list, and the 3433
sentences with the highest score are selected as the result of one pass recognition. The RNN adaptive method
above is used to retrain each RNN model. The system recognition rate of the adaptive model is tested. In this
experiment, 3-gram model and Kneser-Neyback-off smoothing algorithm with good performance are used to train
n-gram language model, which is constructed by SRILM toolbox.

In Table 1, the 3-gram model is taken as the baseline model, and the experimental results after RNN language
model and RNN self-adaptation are respectively given. The experimental results after RNN self-adaptation and
3-gram model interpolation fusion are also given.

Table 1. Font sizes

Model 3-gram RNN RNN self-adaption RNN self-adaption+3-gram
100H-500C 42.09 402 39.49 39.02
200H-100C 42.09  40.05 39.33 38.85
500H-300C 42.09 39.81 38.93 38.42
500H-400C 42.09 39.92 38.87 38.23
500H-500C 42.09 39.87 3891 38.32
600H-500C 42.09  39.89 38.93 38.29

The experimental results are shown in Table 1. Compared with n-gram language model, using RNN model-
ing technology to train Chinese language model, WER of the system is effectively reduced, which indicates the
superiority of RNN modeling technology and is suitable for Chinese language model training. After the adaptive
training of the RNN model, the absolute WER of the system decreases by 1% compared with that of the RNN
model system, and after the linear interpolation between the adaptive RNN model and 3-gram, the absolute WER
of the system decreases by 1.5%, which shows the effectiveness of the adaptive algorithm proposed in this paper.
After the RNN model is retrained, new knowledge related to the recognition task is learned, so that the model and
the recognition task are matched to a certain extent. However, it can also be seen that due to the limited corpus, the
system recognition rate of the original RNN model is not high, so there are some recognition errors in the first-pass
recognition results of the system. After RNN self-adaptation, the model will also learn some wrong knowledge,
which will affect the system recognition rate. In spite of this, the adaptive algorithm is still an effective algorithm
in practical application because it is not large in time cost and can improve the performance of the model to a
certain extent.

6. Conclusion

In order to solve the problem of differences between RNN generation model and recognition task, this paper
proposes an RNN model adaptive algorithm, which does not integrate the traditional domain training language
model and then interpolate with the general model. Instead, the algorithm takes the preliminary recognition results
of speech as training corpus, reprocesses them and continues to train the RNN model. Since the text of the initial
recognition results is not large, the model weight parameters can be updated quickly, and the probability of various
language phenomena in the language model can be adjusted constantly, so that the adaptive RNN model and the
recognition task can be matched to the greatest extent. Experiments show that the online adaptive algorithm of
RNN language model proposed in this paper can effectively reduce the recognition error rate of the system. In
addition, it can be seen from the experimental results that the first-pass recognition results of the system have a
great impact on the performance of the adaptive model. Therefore, how to adjust the RNN training algorithm to
improve the first-pass recognition rate of the system is the next research focus. It should be noted that several
empirical parameters are used in the experiment. If the training conditions of the model change, these parameters
should be adjusted accordingly.
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